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reconstruction of nonlinear multimodal 
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Fig. S1. The residual images between each channel of the experiment HQ image and the artificial LQ image (a) and its 
reconstruction using the GS algorithm (b), the DnCNN (c), and the incSRCNN (d) networks. The standard deviation 
of the residual of the artificial LQ image shown in a) is 0.2, 0.2, and 0.1 for CARS, TPEF, and SHG, respectively. In 
b), the standard deviation of the residual in CARS, TPEF, and SHG channels decreased to 0.1, 0.07, and 0.08, 
respectively; however, the spatial structure is still present, reflecting the poor performance of this algorithm. In c) since 
most image values are zero, the performance is good, and the standard deviation was reduced to 0.07, 0.05, 0.05 for 
CARS, TPEF, and SHG channels, respectively. Similar to the DnCNN, in d) the performance in incSRCNN is good, 
and the standard deviation was also reduced to 0.08, 0.06, and 0.06 for CARS, TPEF, and SHG channels, respectively.

Fig. S2. The histogram of the residual images of the artificial LQ images (a) and its reconstruction using the GS 
algorithm (b), the DnCNN (c), and the incSRCNN (d) networks. In b), the GS reconstruction reduces values compared 
to the artificial LQ image. In c), a significant noise reduction is particularly shown for the CARS and TPEF channels.



Fig. S3. The residual images between each channel of the experiment HQ image and the experimental LQ image (a) 
and its reconstruction using the GS algorithm (b), the DnCNN (c), and the incSRCNN (d) networks. The standard 
deviation of the residual of the experimental LQ image shown in a) is 0.09, 0.09, and 0.1 for CARS, TPEF, and SHG, 
respectively. In b), the standard deviation of the residual in the CARS channel increased to 0.1 and decreased to 0.09 
and 0.09 for TPEF and SHG channels, respectively; however, the spatial structure is still present, reflecting the poor 
performance of this algorithm. In c), some of the structures are present, which suggests that the DnCNN network cannot 
perform as well as in the artificial images; however, the standard deviation is reduced to 0.08, 0.08, 0.09 for CARS, 
TPEF, and SHG channels, respectively. Similar to the DnCNN, in d) the structures are still present in the residual of 
incSRCNN; however, the standard deviation was also reduced to 0.08, 0.08, and 0.09 for CARS, TPEF, and SHG 
channels, respectively.

Fig. S4. The histogram of the residual images of the experimental LQ images (a) and its reconstruction using the GS 
algorithm (b), the DnCNN (c), and the incSRCNN (d) networks. In b), the GS reconstruction reduces values compared 
to the artificial LQ image. In c), a significant noise reduction is particularly shown for the CARS and TPEF channels.



Table S1. The time in seconds for training and reconstructing one channel using the GS algorithm, the MF 
method, the DnCNN, N2N, MIRNet, and incSRCNN networks. The results showed the outperformance of the 
deep learning methods, particularly the incSRCNN, which refers to the simple architecture

Methods Number of 
parameters

Training 
time

Prediction time

GS - - 2871.2
Median 
Filter

- - 0.007 seconds

DnCNN (2,141,824) - 40.5 seconds
N2N 31,030,593 48 

minutes
33 seconds

MIRNet 6,068,925 3.19 
hours

69 seconds

incSRCNN 20,481 10 
minutes

7.6 seconds (0.08 second 
per patch)

Table S2. The total number of images used in incSRCNN training before and after data augmentation

Set The original
number

of images

Number of images
after data

augmentation
per channel

Number of patches
after data

augmentation
per channel

Total number
of data

Training 7 63 1008 3024
Validation 2 18 288 864

Testing 1 - - -





Fig. S5. The intensity values in HQ, experimental LQ, and reconstructions grayscale images on an arbitrary region. 
The intensity values in the GS reconstruction differ from those in the LQ image, and the trend changed totally. Although 
DnCNN retained the trend, it showed fewer details since it provides smoother results. While incSRCNN conserved 
details and retained a trend in intensity values.



Fig. S6. The incSRCNN reconstructions of two noisy experimental LQ images. The two noisy images were derived 
from the experiment LQ by adding Poisson noise. The PSNR of the two noisy LQ images illustrated in c) and e) 
calculated with the experiment LQ image as reference was 16.67 and 11.89, respectively. The evaluation of the 
reconstructions is achieved through the PSNR, SSIM, ICC, and MAE metrics calculated with the HQ image as 
reference. In d) and f), the incSRCNN reconstructions preserved the structure, and all metrics showed improved values 
even though a high noise level was used.

Fig. S7. The architecture of the incSRCNN network. The first layer convolves the input image with three different 
kernel sizes 3, 5, and 9. Then the three layers were stacked into 192 feature maps. The second layer then applies a 1x1 
kernel to condense to 64 feature maps. Finally, the third layer uses a 3x3 kernel to construct the output image.



Fig. S8 The detailed parameters of the overall architecture and in each layer of the incSRCNN network.





Fig. S9 The loss curve for training the incSRCNN, the N2N, and the MIRNet networks.


